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            Abstract
          
        

        
          Recently, some research has been attended to estimate the moving destination automatically from a recognized object in order to run a user's errands in an indoor environment. In this paper, we propose a process for estimating optimal position for manipulating the object through real-time object recognition and the generalized Voronoi graph (GVG) update on the map. First, an initial node is created through the GVG based on a pre-written grid map. When and when the robot moves to the target node, the identity and size of the object are estimated by the robot through the RGB-D sensor and object recognition (YOLO v4). At the same time, it receives obstacle data around objects from the LiDAR sensor and calculates the workspace that the robot can serve on the map using the hybrid approach of the AT and the COG method. Then, according to the geometric distance relationship with the existing node to estimate the optimal position, the GVG is updated as a final node creation or movement procedure. While the robot located in the actual multiple spaces moves to the node, it is confirmed that it can move to the optimal position in the workspace.
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      1. Introduction
      Recently, research on mobile robots that provide social services to people based on location has been actively conducted in the field of robot core technology.1-7) As the services that robots can perform have become more intelligent and advanced as a result of these studies, the environment in which service tasks can be performed has also become complex and diversified, and service robots that provide personal services to specific users are also on the rise.8) Above all, in most specific environments where mobile robots perform delivery tasks, such as shopping malls, department stores, smart factories, and logistics companies, the location of the target performing commands is fixed, but on the contrary, robot environments that provide services to individuals have a characteristic that the command target is unspecified and the user's location is easily moved. For this reason, the location of the service target that cannot be specified must be designated every time through human intervention, and as the number of handling targets of the service robot increases, the number of times to specify the location will be increased.9,10)

      To solve this problem, the mobile robot estimates the user's location from sensor data that can extract images and distances and provides a service that enables gaze tracking.11) However, the recognition range is extremely limited, and location estimation is performed through a complicated calculation process. Accordingly, in order to provide location-based service (LBS) to users far from mobile robots, a method of estimating the user's location using various IoT sensors has been proposed as an alternative.12-15)

      In this paper, we propose a specific process for estimating and updating the optimal movement destination essential for the LBS of a mobile robot in an indoor environment.

    

    

  
    
      2. Experimental setup and method
      The process for estimating the optimal position for the mobile robot to move for the purpose of delivering small household items is as follows (see Fig. 1). First, a GVG having obstacle avoidance is created from a grid map essential for moving the mobile robot to a destination. Then, in order to perform the location-based delivery service, the recognition information and location of the target object are estimated from the RGB-D sensor, and the location of the obstacle is detected in real-time using the LiDAR sensor. By reflecting the estimated object and obstacle information, a workspace for manipulating the object is created and the movable working position is selected by applying the optimal estimation process. Thereafter, the existing node is updated to the optimal location by creating or moving the node by calculating the distance co-relationship with the nearby node based on the rule.

      
        
        

        Fig. 1 
				
        

        
          A process for optimal estimation of a robot’s movable position
        
        

        

      

      
        2.1 GVG creation
        Initially, using the generalized Voronoi graph (GVG) based on the grid map used to set the movable destination of the mobile robot, the non-obstacle-occupying grid is thinned to find the grids that are evenly spaced from the surrounding obstacles.16) Among the found grids, nodes are configured through filtering, and edges are created to connect nodes appropriately to the grid map, thereby creating a movable position in the GVG while avoiding static obstacles.

      

      
        2.2 Workspace allocation
        In the case of the initial GVG based on the grid map, the node is located in a safe area from the already formed obstacles, but there are restrictions in setting the destination when the robot performs work in a dynamic environment or the local environment is variable. Therefore, it is essential in the study of intelligent mobile robots to consider the surrounding accessible area and the shape of obstacles for the purpose of setting the robot's moving destination.17-21) The proposed process attempts to estimate the optimal position suitable for performing the LBS by updating the GVG based on the location of objects and obstacles, and the geometric configuration of the robot platform. The RGB-D sensor mounted on the robot, the object is recognized using real-time object recognition (YOLO v4) from the extracted RGB images. Then, the reachable workspace where the manipulator of the mobile robot is estimated from the bounding box of the detected object and the depth image.22) The reachable workspace is a workspace where objects can be manipulated, and the size is determined according to the specifications of the robot platform, but in this study, it was designed in consideration of the basic specifications of the generally used open manipulator. The method of estimating the optimal working position from the collision area (ACOL), and reachable workspace (Areach) displayed on the grid map is as follows. In order to estimate the movable position of the robot, ACOL has priority over Areach, and the final workspace (Awork) is the difference of ACOL with respect to Areach (see Fig. 2).

        
          
          

          Fig. 2 
				
          

          
            Awork considering collision area ACOL
          
          

          

        

      

      
        2.3 Optimal position estimation
        Awork is decided on the characteristics of the two-dimensional grid map and various geometrical components of the indoor environment. A movable position is properly estimated in general cases, but an inappropriate aspect may occur in the actual movement of the robot. For instance, Areach which projects 3D coordinate information in 2D, can be separated into several regions by obstacles such as tables or walls on the grid map, and the straight-line distance from the object is the shortest, but the optimal location for the path planning of the mobile robot cannot be estimated.

        Therefore, a hybrid approach of the center of gravity (COG) and the area thinning (AT) method is actually applied to improve the efficiency of estimating the optimal position from the selected Awork. As shown in Fig. 3, the AT method can estimate the optimal location through GVG thinning within an area but requires a workspace of a certain size or more. On the other hand, the COG method has the advantage of estimating the optimal location regardless of the size of the workspace but could be located outside the assigned area.

        
          
          

          Fig. 3 
				
          

          
            The hybrid approach of COG and AT
          
          

          

        

        In addition, when the final candidate area is selected to have a size greater than or equal to a pre-determined size, a plurality of optimal positions is estimated by performing a process of dividing the final candidate area into a pre-determined size before applying the hybrid approach.

      

      
        2.4 GVG node update
        When the optimal position within the workspace is selected, the node update type is determined by comparing the distance with the existing node location on the GVG. When the relative distance between the optimal position and the adjacent node is within a certain interval (e.g. 0.5 m), the node is updated while changing the corresponding node to the optimal position. In particular, when the position of the existing node is closer to the object than the estimated optimal position or is located in the collision area, the node is automatically updated to the adjacent optimal position. However, if the relative distance conditions are not satisfied, a new node must be created, and node generation creates nodes from the parent node if the adjacent node is a leaf node and from that node if it is a branch node (see Fig. 4).

        
          
          

          Fig. 4 
				
          

          
            Rule-based node update: movement and creation
          
          

          

        

      

    

    

  
    
      3. Experimental results and discussion
      To create nodes in the GVG, a grid map was created based on an indoor space with a total area of 76.86 m2 (W9.15 m× H8.40 m), and then thinning was first performed on the non-obstacle occupied grid using a GVG. For the optimal position experiment, ROBOTIS' Turtlebot 3 robot platform was used. The collision size of the robot platform base is 0.22 m, which is the radius of the robot's circumscribed circle around the rotation axis, and the RGB-D sensor Astra S (Orbbec Inc.) is mounted on the upper part of the robot. The maximum recognition distance by the real-time object recognition is set to 2.0 m, and the working radius by the robot's platform is set to 0.8 m. Fig. 5 shows an initial node creation in which GVG was performed on the robot platform and grid map used in the experiment.

      
        
        

        Fig. 5 
				
        

        
          Experimental setup of GVG to create initial nodes on the grid map
        
        

        

      

      The experiment for estimating the optimal position is largely composed of 3 steps: 1. Object recognition-based workspace setting in grid map, 2. optimal position estimation by hybrid approach, and 3. rule-based node update on the grid map. Fig. 6(a) and 6(c) show the results of estimating the appropriate workspace and optimal position (red dot) according to the geometrical configuration of an object (blue dot) by applying the AT method. If the workspace is larger than a certain size, a plurality of optimal positions is estimated to increase the robot's accessibility to the object. Fig. 6(a) and 6(b) show the results of the division of the estimated workspace and the estimation of multiple optimal positions when an object is surrounded by temporary obstacles. If the workspace is within a certain size, one optimal position is estimated within a single area as shown in Fig. 6(c) and 6(d).

      
        
        

        Fig. 6 
				
        

        
          Estimation of optimal position by AT method
        
        

        

      

      Fig. 7 shows the result of estimating the optimal position using the COG method in a situation where the workspace has a size that cannot be thinned out. In addition, when an object is located in an area blocked by an occupant grid, the height of the existence of an obstacle between the object and the robot should be considered. However, we assumed that it is possible to work geometrically with respect to the table height through the robot platform design in this experiment. The workspace is divided as a result, and the accessibility to the object is various, but the optimal position is chosen by COG because the size of the workspace is small. If the workspace is overlapped by the occupied grid, it becomes impossible to estimate the optimal position, so it is necessary to sufficiently consider the size of the workspace.

      
        
        

        Fig. 7 
				
        

        
          Estimation of optimal position by COG method
        
        

        

      

      The selected optimal position using the hybrid approach updates the GVG by moving and creating nodes in consideration of the geometric minimum distance with the existing nodes. Fig. 8 shows the result of the GVG update by moving the node because the optimal position is close to the node of the existing GVG. In this way, the optimal position can be configured as a node of the GVG while avoiding the creation of unnecessary nodes.

      
        
        

        Fig. 8 
				
        

        
          The result of GVG update by node movement
        
        

        

      

      Fig. 9 shows the result of the GVG update by creating additional nodes because there are no nodes within the minimum distance around the optimal position. Node creation is performed only for nodes within the reference distance selected as a standard that does not destroy the shape of the existing GVG.

      
        
        

        Fig. 9 
				
        

        
          The result of node update by node creation
        
        

        

      

      As such, each optimal position changes the update method according to the geometric minimum distance with the node. However, a problem occurs in an object having a plurality of optimal positions as shown in Fig. 10. Since the optimal locations are located close to each other, there is a possibility that nodes may be repeatedly designated as moving or creating targets and there may be a problem that information about the optimal position cannot be included.

      
        
        

        Fig. 10 
				
        

        
          The result of node update for multiple working position
        
        

        

      

      Accordingly, for the moved node, a new node is added without moving it again, and a rule that connects the neighboring moved node and the edge is applied to compensate for the loss of information about the optimal location.

      As shown in Fig. 11, for an object having a plurality of optimal positions in the grid map, the movement of each node is first performed, and for the remaining positions, nodes are created. Also, the GVG is updated so that all optimal positions can be included in the GVG. Through this experiment, we verified the validity of the process of estimating the optimal position for the actual robot in order to move and create the node using the recognized object location from the existing meaningless node.

      
        
        

        Fig. 11 
				
        

        
          The result of multiple node updates on the grid map
        
        

        

      

      Through this experiment, we verified the validity of the process of estimating the optimal position for the actual robot to move or update the existing node using object recognition based on the initial meaningless node. However, it was confirmed that other locations could be estimated as the optimal location according to the height of the obstacle because it relied on the plane design based on the grid map.

    

    

  
    
      4. Conclusions
      In this study, we propose an optimal position estimation process for providing LBS for mobile robots. After assigning the movable workspace based on object recognition and location, the optimal position on the grid map is estimated using the hybrid approach of the AT and the COG method. We conducted experiments on three cases where the object was surrounded by obstacles, the size of the workspace was small, and the object was located in an area where the occupancy grid was blocked. And then, by updating the node on the GVG from the estimated optimal position, the destination of the mobile robot capable of LBS was processed, and the validity of the proposed process was verified from the experimental results.

      However, we know that the proposed approach does not lead to optimized results for all LBS. Since the workspace is estimated based on the size of the recognized object, additional countermeasures for object recognition failure are required, and the optimal position estimation failure due to occlusion by other objects or geometric factors in the assigned workspace should be considered. In addition, additional research is needed to increase the effectiveness of topological maps, such as mapping semantic data about the nodes applicable to object inference.
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